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Supplementary Material

1. Additional Qualitative Comparisons
We present qualitative comparisons of our reconstruction
results on synthetic scenes with two traditional surface re-
construction methods: COLMAP [5] and EgocentricRe-
con [3] in Figure 1. The quantitative and qualitative results
of traditional methods are comparable to ours. However,
Figure 1 shows that in some areas our method can recover
details and smooth surfaces that traditional methods do not.

We also include omitted qualitative comparisons on the
real scenes from our main paper in Figures 3. We also pro-
vide error maps for all neural methods to compare error dis-
tributions better. Figure 2 shows that our method can better
estimate regions with abrupt disparity changes, for exam-
ple, the concave area behind the pillars.

2. Additional Real Scene Results
We present additional results of real scenes, including
‘gallery chair’ from Richo360 [2], and ‘Shrine 1’ and
‘Square 2’ from the Omniphotos [1] dataset (Figure 4).
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Figure 1. We compare our method with traditional and neural methods using ground-truth geometry, including COLMAP [5], and
EgocentricRecon [3]. We also compare 3D reconstructed geometry rendering and depth maps and observe that our method produced
higher-quality 3D geometry than EgocentricRecon and smoother reconstruction than COLMAP.



San Miguel Lone-monk Sponza

N
eu

S-
fa

ct
o

G
T 

 in
ve

rs
e

de
pt

h
In

pu
t

O
ur

s
N

eu
S

N
er

ua
la

ng
el

o

Not available

Figure 2. Comparison of error maps between our methods and other neural methods. While all approaches have some errors, our approach
generally has lower errors. NeuS fails to execute on the San Miguel scene.
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Figure 3. Additional real-scene qualitative comparisons of our method with NeuS [6] and Neuralangelo [4].
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Figure 4. Additional reconstruction results from real-scene circular sweep baseline videos for our method.
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